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Abstract. Single-channel current seems to be one of
the most obvious characteristics of ion transport. But
in some cases, its determination is more complex than
anticipated at first glance. Problems arise from fast
gating in time series of patch-clamp current, which
can lead to a reduced apparent (measured) single-
channel current. Reduction is caused by undetected
averaging over closed and open intervals in the anti-
aliasing filter. Here it is shown that fitting the mea-
sured amplitude histograms by Beta distributions is
an efficient tool of reconstructing the true current
level from measured data. This approach becomes
even more powerful when it is applied to amplitude
distributions-per-level. Simulated time series are em-
ployed to show that the error sum is a good guideline
for finding the correct current level. Furthermore,
they show that a Markov model smaller than the one
used for gating analysis can be used for current
determination (mostly O-C, i.e., open-closed). This
increases the reliability of the Beta fit. The knowledge
of the true current level is not only important for the
understanding of the biophysical properties of the
channel. It is also a prerequisite for the correct
determination of the rate constants of gating. The
approach is applied to measured data. The examples
reveal the limits of the analysis imposed by the signal-
to-noise ratio and the shape of the amplitude distri-
bution. One application shows that the negative slope
of the I-V curve of the human MaxiK channel ex-
pressed in HEK293 cells is caused by fast gating.
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Introduction

The transport properties of ion channels are of cru-
cial importance for living cells. Their physiological
function is determined by channel number, single-
channel current and gating behavior, i.e., by
spontaneous or agent-induced transitions between
conducting and non-conducting states. Short-term
effects of the adaptation to metabolic requirements
are mostly achieved by modulation of gating
(Tamargo et al., 2004). Also, many chanellopathies
are due to a change in gating (Shieh et al., 2000;
Lehmann-Horn & Jurkat-Rott, 1999).

Prior to the investigation of the effects on single-
channel current, a distinction between permeation
and gating effects has to be achieved. A modification
of apparent current by a permeation effect would
imply that the (average) time between the transitions
of two ions is changed. In the case of a gating effect,
the statistical characteristics of ion transition remain
unchanged for a certain time interval, called open
event, but the individual open events are separated by
sojourns of the channel in a closed (non-conducting)
state (Hansen, Keunecke & Blunck, 1997; Townsend
& Horn, 1999).

In many experiments, the distinction between a
gating effect and a permeation effect is not trivial.
There are several reports that gating may be very fast
with mean dwell times in the open or closed state of
1–10 ls (Heinemann & Sigworth, 1991; Parzefall
et al., 1998; White & Ridout, 1998; Zheng,
Venkataramanan & Sigworth, 2001; Schroeder et al.,
2004, 2005) or even less (Weise & Gradmann, 2000).
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Averaging over very short closed and open intervals
occurs in the inevitable anti-aliasing filter, thus lead-
ing to an apparent reduction of single-channel cur-
rent.

The correct knowledge of the true current level is
not only important for revealing the mechanism of
the action of drugs and messengers. It is also an
important parameter in the investigation of the bio-
physical behavior of the channel. Firstly, it is a
measure of the efficiency of a channel to translocate
ions. This value may be a keystone for predictions of
Molecular Dynamics calculations. Secondly, the
correct value of single-channel current is required for
the analysis of gating. Below, an example is given
which shows that the assumption of a false current
level also leads to false rate constants of the assumed
Markov model. Apparent (i.e., measured) current
levels that deviate from the true single-channel cur-
rent can originate from fast gating (Hille, 1992;
Hansen et al., 1997; Townsend & Horn, 1999).

There are several approaches to determine single-
channel current from measured patch-clamp data.
Riessner et al. (2002) investigated the efficiency of
three different approaches: 1. Fitting the amplitude
histogram with gaussians. 2. Evaluation of the time
series on the computer screen (fit-by-eye). 3. An
automatic procedure searching for jump-free sections
in the time series and sorting them according to
length and frequency of occurrence. Using simulated
data, Riessner et al. (2002) found that the fit-by-eye
and the automatic detector gave better results than
the fit of the amplitude histogram by gaussians.

However, the three approaches tested by Riess-
ner et al. (2002) can only be employed if the sojourns
in the open and closed states are long enough, i.e.,
longer than the averaging time of the inevitable anti-
aliasing filter. If fast gating and averaging of open
and closed times in the anti-aliasing filter diminishes
the measured single-channel current, the true value
would remain hidden.

Venkataramanan and Sigworth (2002) included
the value of single-channel current in their fitting
routines using a highly elaborated version of the
direct fit of the time series (HMM fit). Huth (2005)
suggested to use 2-D dwell-time histogram fits. He
showed that the shape of the reconstructed amplitude
histogram was sensitive to the correct choice of the
true single-channel current.

Here, a simpler approach requiring less com-
puting time is proposed which can find the true cur-
rent value even if fast gating has led to a reduced
apparent current level. This is achieved by fitting
the amplitude histograms by Beta-distributions
(FitzHugh, 1983; Yellen, 1984; Klieber & Gradmann,
1993; Riessner, 1998). The approach utilizes the effect
that averaging over fast gating causes deviations of
the amplitude histogram from one that is merely
shaped gaussian caused by noise. These deviations

carry information about the rate-constants of the
involved Markov process.

The first analytical methods to calculate theo-
retical beta distributions were restricted to two-state
models with first-order filters (FitzHugh, 1983,
Klieber & Gradmann, 1993). Yellen (1984) proposed
a correction factor for higher-order filters. Heine-
mann and Sigworth (1991) examined the higher-order
cumulants of open-channel noise, but this method
required some rather strict assumptions about the
gating (very short and infrequent gaps). Riessner
(1998) developed an analytical algorithm to evaluate
Hidden Markov models with more than two states
and more than one channel. However, this analysis
was also restricted to first-order filters which have
little relevance in patch-clamp analysis. Correction
factors did not solve the problem in the case of multi-
state models (probably also not in the case of
two-state models, Riessner, 1998).

White and Ridout (1998) designed a method for
fitting amplitude histograms which already com-
prised multi-state Markov models and higher-order
filters. They calculated the theoretical beta distribu-
tion by considering all possible state sequences within
the filter rise time (see also Appendix).

Here, an alternative method is proposed. The
increased computer power since 1998 rendered pos-
sible the use of simulations to generate artificial time
series for the construction of the theoretical ampli-
tude histograms originating from higher-order filters
and multi-state multi-channel models. This approach
is very powerful because all features of noise and
filtering can easily be implemented. In contrast to the
above mentioned papers, the investigations here do
not aim for rate constants. Instead, the beta fit is used
to reconstruct the (a priori unknown) single-channel
current.

Materials and Methods

ELECTROPHYSIOLOGICAL MEASUREMENTS

Patch-clamp measurements were performed under steady-state

conditions on inside-out patches of HEK293 cells, stably express-

ing an h-MaxiK a-GFP construct and the b1 subunit (Moss and

Magleby, 2001; Shi & Cui, 2001). The cells were a gift from Prof.

U. Seydel and Dr. A. Schromm, Research Center Borstel. The

pipette solution contained 150 mM KNO3, 2.5 mM Mg(NO3)2,

2.5 mM Ca(NO3)2, 10 mM HEPES/KOH, pH = 7.2. The solutions

in pipette and bath were identical, if not otherwise stated.

The experimental set-up is described in detail by Draber and

Hansen (1994). Briefly, electrodes were made from borosilicate

glass (Hilgenberg, Malsfeld, Germany) coated internally with Sig-

macote (Sigma, Deisenhofen, Germany), drawn on an L/M-3P-A

puller (Heka, Lambrecht, Germany), and filled with the solution

mentioned above. The pipettes were dried at 55�C overnight after

pulling. This treatment increased seal probability and resistance

(Huth, 2005). Patch-clamp current was recorded by a Dagan 3900A

amplifier (Dagan, Minneapolis, MN) with a 4-pole anti-aliasing
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filter of 50 kHz. Data were stored on disk with a sampling rate of

200 kHz.

DISTRIBUTIONS-PER-LEVEL

Distributions-per-level were generated as described previously in

Schroeder et al. (2005): A Hinkley-Detector (Schultze & Draber,

1993) was used to reconstruct the jump-free time series. All data

points were grouped according to their assignment by the detector

to the different current levels. From each level, a separate ampli-

tude histogram was built, including filter response and missed

events. Thus, missed events corrections (Milne et al., 1989; Crouzy

& Sigworth, 1990; Draber & Schultze, 1994) are not required.

MULTI-STATE MULTI-CHANNEL BETA DISTRIBUTIONS

FOR HIGHER-ORDER FILTERS

The theoretical amplitude distributions needed for the fitting

algorithms were generated as follows: First, a single-channel time

series was simulated as described in the Appendix, and the ampli-

tude histogram was constructed by standard procedures. Multi-

channel amplitude distributions (AN) were calculated iteratively by

means of convolution

ANðIÞ ¼
ZImax

�Imax

A1ðuÞ � AN�1ðI � uÞdu ð1Þ

with A1 being the amplitude distribution for a single channel,

A(N-1) the distribution for N-1 channels, and u the integration

variable covering the whole range of currents from )Imax to Imax.

Also the amplitude distribution of noise W(u) can be introduced by

convolution

AðIÞ ¼
ZImax

�Imax

ANðuÞ � WðI � uÞdu ð2Þ

W(u) should not include the noise caused by fast gating. Since the

noise of the base line is gaussian, a theoretical distribution can be

used with the variance of W(u) obtained from a jump-free section

of the time series. Such a section could always be obtained in all

our investigations on human MaxiK channels or the dominant

K+channel in Chara, because the related 5-state Markov model

had long-living closed states (Farokhi, Keunecke & Hansen, 2000;

Hansen et al., 2003; Schroeder, Diddens & Hansen, in preparation).

In all simulations, the corner frequency of the anti-aliasing

4-pole Bessel filter is set to 50 kHz, and the sampling rate is 200

kHz as commonly used in our group for the investigation of fast

gating (Farokhi et al., 2000; Hansen et al., 2003).

CURVE FITTING

Fitting theoretical Beta distributions to measured amplitude his-

tograms on the basis of an assumed Markov model minimizes

error sum ¼
XNI

i¼1

ðAexp;i � Atheo;iÞ2

Aexp;i þ 0:1
ð3Þ

Aexp,i is a data point in the amplitude histogram obtained from the

measured time series. Atheo,i is a ‘‘theoretical’’ data point in the

amplitude histogram obtained from the time series simulated from

an assumed Markov model as described in the Appendix. NI is the

number of data-points in the amplitude histograms (number of

intervals on the current-axis, in our case 4096). The denominator

prevents that the maximum values of the amplitude histogram get

the highest weight. The highest values are close to gaussian distri-

bution, whereas the deviations carrying the information about fast

gating are found at the slope of the distribution. 0.1 is added in

order to prevent overflow resulting from division by zero.

The procedure is time consuming as each step of the simplex

algorithm (Caceci & Cacheris, 1984; Press et al., 1987) requires one

simulation of the time series. However, there is the advantage of

Eqs. 1 and 2, which implies that multi-channel Beta distributions

can be obtained from convolution of single-channel distributions.

Thus, they do not require the time-consuming simulation of a

macro-channel including the mN states of an m-state N-channel

scenario as in the direct fit of the time series (HMM fit, Albertsen &

Hansen,1994).

OTHER FITTING ROUTINES USED

HMM-fit: direct fit of the time series (Fredkin & Rice 1992). The

version used here (Albertsen & Hansen, 1994) does not account for

filter effects. This results in the underestimation of fast rate

constants.

SQ-Fit: Subsequent fit of the time series (HMM-fit) and of the

amplitude histogram with beta distributions (Schroeder et al.

2005). The slow rate constants are inherited from the HMM-fit.

The fast ones are determined by the subsequent beta fit.

Results

ILLUSTRATING THE NECESSITY OF KNOWING THE TRUE

CURRENT

The time series shown in Fig. 1A is used to demon-
strate the necessity of knowing the true current level
when the rate constants of the underlying Markov
model are to be determined. In most patch-clamp
records with fast gating, only the apparent current
level is observed. Fortunately, in our experiments on
MaxiK, there were some rare records where sojourns
in the open state were so long, that the true level was
reached. The time series in Fig. 1A belongs to this
kind of record. It is an especially suitable example
because these sojourns in the true level were so sel-
dom that they may have been overlooked, thus
mimicking the situation found in most experiments.

Here, we consider two scenarios: 1) The experi-
menter is aware of the short sojourns in the true open
level and 2) only the apparent current level is ob-
served. For the kinetic analysis in both scenarios, the
linear 5-state Markov model

O1ÐO2ÐC3ÐC4ÐC5 ð4Þ
was used, which worked fine with all our human
MaxiK data and its analog in Chara (Farokhi et al.
2000; Hansen et al. 2003).

The measured time series was fitted by means of
the SQ-fit with the current level taken from the rare
sojourns in the slow open state (Ot in Fig. 1A)
or from the apparent current level (Oa). The rate
constants obtained from this analysis were used to
construct the related simulated time series. The
comparison of Figs. 1A and B shows that the
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measured time series and that one simulated under
scenario 1 look very similar, as expected. Especially,
the rare sojourns in the true current level are well
reproduced. This verifies that both levels in Fig. 1A
originate from the same original current level. In
contrast, scenario 2, using the apparent (wrong)
current level, inevitably yields rate constants that
produce a quite different time series (Fig. 1C).

Even though visual inspection of time series
may give a first hint that an analysis has failed
(Fig. 1C), a more quantitative illustration of the
effect of an incorrect current estimation is presented
in Table 1 and Fig. 2. Simulated data are used to
show that fits under scenario 2 yield incorrect rate
constants of the Markov model. The simulated time
series was generated from the rate constants ob-
tained from the SQ-fit of the measured time series
(first row in Table 1). It is, of course, identical to the
time series in Fig. 1B. This time series (which now
replaces the measured one in Fig. 1A) was fitted by

- the SQ fit assuming the true correct level (sce-
nario 1)

- the SQ fit with the apparent current level (sce-
nario 2).

The results are shown in Table 1, second and last
row.

The SQ-fit assuming the correct current level
should reproduce the rate constants used for simu-
lation. However, there are some deviations due to the
superimposed noise and insufficient lengths of time
series. The rate constants of the O-C transition are a
bit overestimated, but it has to be kept in mind that
they are more than ten-fold faster than the anti-ali-
asing filter (50 kHz). The rate constants between the

two open states are wrong by a factor of two. This is
due to the extreme low occupation probability of O1
(below 0.3 %), providing not enough events to reach
the statistic equilibrium. In contrast, the results ob-
tained by fitting with the apparent current level
(scenario 2) are completely wrong, in some cases by
several orders of magnitude.

In the case of measured time series, the experi-
menter does not know the true rate constants, thus
the detection of wrong rate constants cannot serve as
an indicator of wrong current levels. Figure 1C shows
that the comparison of the measured time series and
that one simulated from the fit results may give a first
hint that something is wrong. However, a more
powerful analysis should be based on beta distribu-
tions, which serve a double purpose: helping to find
the true current level and detecting a failure of the
analysis. The utilization of beta distributions to
determine the true current before the analysis by the
SQ-fit or other methods of determining the rate
constants is described in the next sections.

The second feature is illustrated in Fig. 2, which
shows the full amplitude histograms of the time series
simulated from the rate constants in Table 1. Because
of the bad SNR, only one peak is visible. The SNRwas
4 when calculated for the apparent current level and
12.4 for the true level. Figure 2 shows that the ampli-
tude histogram constructed from the rate constants
obtained from fitting with the true level (row 2 in
Table 1) coincides very well with that one of the mea-
sured original time series (row 1 in Table 1), whereas a
clear deviation becomes obvious in the case of the
amplitude histogramobtained from the fit results using
the apparent current level (row 3 in Table 1).

RELATIONSHIP BETWEEN BETA DISTRIBUTIONS AND

CURRENT REDUCTION

The reduction of single-channel current by fast gating
is illustrated in Fig. 3. Simulated time series were
used to demonstrate that the same apparent single-
channel current can be produced by quite different
true single-channel currents. The degree of current
reduction depends on the parameters of the gating
process. For the illustration of this effect, time series
were generated using the following Markov model:

O Ð
5�105s�1

x�5�105s�1
C ð5Þ

All these simulations resulted in the same apparent
open-channel current, even though quite different
true current levels were used for simulating the time
series. The choice of the kinetic parameters in Eq. 5
was the origin of the current reduction. This is
indicated by the very different curve shapes of the
amplitude distributions. In other words, measuring
an apparent single-channel current does not always

Fig. 1. (A) Measured time series from h-MaxiK at +200 mV

sampled at 200 kHz presented with a 20-point moving average

filter. Gating is very fast, resulting in the apparent open level Oa.

Sometimes, the true open level Ot becomes visible. (B, C) Time

series simulated from the rate constants of the best SQ-Fit (B) with

the true current level Ot, (first row in Table 1; average of the best 10

out of 20 fits), (C) with the apparent current level Oa (17 out of 25;

rate constants not shown but similar to those in row 3 of Table 1).
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yield the true single-channel current. Below, details
of the technique of reconstructing the true current
level from the amplitude histogram of a measured
time series are presented. Simulated and measured
data are used to test the performance of the algo-
rithms.

SUCCESSFUL RECONSTRUCTION OF THE CURRENT LEVEL

REQUIRES DISTRIBUTIONS-PER-LEVEL

As implicated by Fig. 3, the true current level can be
obtained by fitting the amplitude histogram with beta
distributions. The following example shows that the
efficiency of the approach can be strongly increased
by using distributions-per-level (see Materials and
Methods and Schroeder et al., 2004) instead of the
overall amplitude histograms.

Distributions-per-level have been used by differ-
ent authors for different purposes. They occur in the
prediction equation of the direct fit of the time series
(HMMfit, Fredkin & Rice 1992; Albertsen &Hansen,
1994). Other examples are visualization and compar-
ison of baseline and open-channel noise, e.g., Weise &
Gradmann (2000) and Rosenmund, Stern-Bach &
Stevens (1998). Their usefulness for model identifica-
tion has been discussed by Schroeder et al. (2004).

Figure 4A shows a simulated record, including
fast gating. The two levels that can be seen are the
closed level and the apparent open level. The true
open level (indicated by the horizontal line ‘‘O’’) is
hidden. The apparent open state includes sojourns in
the fast open and in the fast closed state. Thus, the
apparent level and the excess noise result from aver-
aging over these states. The visible sojourns in the
closed state are caused by long events related to a
second slower closed state. By means of distributions-
per-level, the fast O-C transition can be separated
from the sojourns in the slow closed state. This en-
ables the usage of a simpler model for the fit of the
beta distributions.

The benefit of this approach is illustrated by
means of the time series in Fig. 4A. It was generated
from the following model (rate constants in s)1):

O Ð
1�105

2�105
CÐ

1000

200
C ð6Þ

The true current value in the simulation was 500 a.u.,
the resulting apparent current was 400 a.u.

Table 1. Rate constants in s)1 obtained from the simulated time series of Fig. 1B with the two different fitting strategies (best error sum out

of ten fits, respectively) described in the text

Fit strategy kO1O2 kO2O1 kO2C3 kC3O2 kC3C4 kC4C3 kC4C5 kC5C4

Simulated 4237 24 575472 787231 1053 4987 73 396

SQ true (scenario 1) 2169 12 760439 1103290 1243 4349 55 325

SQ app. (scenario 2) 1834 1151 2982 126734 44200 5448 78 368

Fig. 2. Amplitude histograms generated from time series simulated

from the three sets of rate constants presented in Table 1. Very

thick black curve: Rate constants used for the ‘‘original’’ time series

(first row in Table 1. The thickness of the curve is not caused by

noise, but chosen for better demonstration of the coincidence of the

curves). Continuous grey curve: Rate constants obtained from the

SQ-fit of the ‘‘original’’ (simulated) data with the correct single-

channel current. Dashed grey curve: Rate constants obtained from

the SQ-fit using the apparent single-channel current. In both sce-

narios, the fit with the best error sum (Eq. 3) out of ten runs is

shown.

Fig. 3. Different curve shapes lead to different true single-channel

currents. Time series were simulated which resulted in the same

apparent single-channel current (dashed vertical line), but which

had different rate constants of fast gating (see labels and Eq. 5) and

different true currents (solid vertical lines). Sampling frequency:

200 kHz, filter frequency: 50 kHz.
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The final goal is the reconstruction of the true
current. The fitting routine employs two sets of
variables, one set for the rate constants and one for
the current. In order to show the strong dependence
of the error sum on the assumed current value, we use
a parametric approach for Fig. 4 instead of fitting all
parameters simultaneously. In the following series of
fits, the current is kept constant at different values,
and we use the fit only for the determination of the
rate constants.

Four different fitting strategies were tested. For
each strategy, fits were done at different current levels.

1. The fit tries to approximate the over-all
amplitude histogram on the basis of the correct OCC-
Model (filled squares in Fig. 4B, C and D). This
works fine; both rate constants and the current are
determined correctly. However, the problem arises
that the Beta fit often becomes unstable with more
than two states (as implicated by the error bars e. g.
in Fig. 4D).

2. The fit tries to approximate the over-all
amplitude histogram on the basis of a reduced OC-
Model. The error sum becomes minimum at a wrong
current value and the rate constants are misestimated
(empty circles in Fig. 4B, C and D).

3. The fit assumes the reduced OC-Model. In
contrast to the above two approaches, not the whole
amplitude histogram, but only the apparent O-dis-
tribution is fitted. The Hinkley-detector was set to the
apparent current level (400 units, upright triangles)

4. Same as strategy 3, but the Hinkley detector
was set to the true level (500 units, inverted triangles).
Strategies 3 and 4 both estimate the current and the
rate constants with good accuracy.

The fit of the over-all amplitude histogram is
sensitive to the choice of the correct model, as be-
comes obvious from curve 2 (empty circles in Fig. 4B,
C, D). This problem can be overcome by using dis-
tributions-per-level. The results show that fitting
distributions-per-levels is tolerant to the usage of re-
duced models. This is of great advantage because
complex models lead to instabilities when fitting beta
distributions. From the comparison of the results of
strategies 3 and 4, we can also conclude that this
approach is quite robust with respect to the settings
of the Hinkley detector, which is important for the
application to measured data, when fast flickering
impairs the assignment of current levels.

TESTING THE LEVEL FIT

Above, it was shown that the error sum of the beta fit
yields a sharp minimum when the correct true current
level is assumed. The full version of the fitting program
(‘‘beta_leveldetektor’’ at www.zbm.uni-kiel.de/soft-
ware) optimizes both parameter sets: rate constants
and current level, in contrast to the investigations in
Fig. 4. The performance of this fit algorithm (as

described in Materials andMethods) is tested on three
simulated time series which showed apparent current
reduction. The test comprises the following steps:

1. Simulation of the time series
2. Generation of the apparent open-distribution

from the time series (distribution-per-level)
3. Fitting Beta-distributions to the open-distri-

bution, with the current and the rate constants as free
parameters

The models used for simulation are (rate con-
stants in s)1):

O
ð0:25=10lsÞ Ð

100;000

200;000
C

ð0:125=5lsÞÐ
1000

200
C

ð0:625=5000lsÞ
ð7Þ

O
ð0:12=20lsÞ Ð

50;000

10;000
O

ð0:59=9lsÞ Ð
100;000

300;000
C

ð0:20=3:3lsÞÐ
500

1000
C

ð0:10=1000lsÞ

ð8Þ

O
ð0:12=1lsÞ Ð

1;000;000

500;000
C

ð0:24=1:8lsÞ Ð
5;000

10;000
C

ð0:12=93lsÞÐ
700

200
C

ð0:41=5000lsÞ

100;000"#50;000
Oð0:12=10lsÞ

ð9Þ

The steady-state occupation probabilities of the
states and their individual lifetimes are given in
brackets above the state symbols in Eqs. 7 to 9. The
first model (Eq. 7) corresponds to that one used in
Fig. 4A (Eq. 6). Here, it is tested whether the mini-
mum in Fig. 4C can automatically be found by the
full version of the program.

All simulations used a true current of 500 a.u.
The resulting apparent currents are given in Table 2.
Also given in the table are the true and the fitted
values of the current, the C-O and O-C rate
constants.

The omission of the slow C-state in the model of
Eq. 7 (first row in Table 2) does not impair the
accuracy of the fit. The current level and the rate
constants come close to the values used for the
simulations.

Good results are also obtained for the case of the
linear model of Eq. 8. Replacing the two open states
by one results in the correct current level, and also the
rate constants are acceptable. Using both open states
(OOC, row 3 in Table 2) only minimally improves the
quality of the fit, showing that fitting by a reduced
model is legitimate.

The situation is different for the branched model
(Eq. 9, OOCCC, rows 4 and 5 in Table 2). It serves as
an example where the estimation of the true current is
reasonably correct but the rate constants have to be
refitted by another fitting program.

Fitting an OC-model to the open-distribution
results in a true single-channel current that is about
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10% higher than the nominal value (row 4 in Ta-
ble 2). Including the second open state into the fit
again does not improve the accuracy (last row in
Table 2). The bias of 10% may be tolerable. The rate
constants kOC and kCO obtained from fitting with the
reduced model (column 3 in Table 2) are different
from those used for the simulations of the time series.
Using the more correct OCO-model yields a slightly
better current estimation. Also the slower O-C-tran-
sition can be identified (simulated: 100 and 50 kHz,
fitted: 149 and 66 kHz, respectively), but the rate
constants of the fast O-C-transition have little rela-
tion to the simulated model (simulated: 1000 and 500
kHz and fitted: 301 and 355 kHz, respectively).

The resulting message is that the true current
level is correctly reconstructed by the fit, even though
the estimation of the rate constants may be poor. In a
real experiment, the experimenter cannot check the
influence of the usage of the reduced model on the
fitted rate constants. Thus, it is recommended to use
the true single-channel current obtained from the
analysis described above for a new SQ-fit (Schroeder
et al., 2005) in order to determine the rate constants.

TIME SERIES WITH TWO CHANNELS

In order to demonstrate the performance of true-level
reconstruction for more than one channel, a time
series was simulated from the OCC-model of Eq. 7
with two identical channels. Fast gating causes
current reduction in both open levels. For the
reconstruction of the true current level, distributions-
per-level were constructed as shown in Fig. 5A. The
distributions of the C and the O level show bulges at
the right-hand slope which result from missed tran-
sitions to the higher current level (Schroeder et al.
2004). The distribution-per-level for two channels
open (2O in Fig. 5A) shows a clear asymmetric beta
distribution which seems to be most suitable for the
reconstruction of the true current.

Fitting of distributions-per-level with Beta dis-
tributions has an inherent problem: It has a tendency
to end up in local minima. Variability of the fitting
results, which is useful to overcome this problem, can
be introduced by the choice of the starting values for
the rate constants kCO and kCO and the current i.
Further variability is introduced by the randomness

Fig. 4. Finding the correct current level. A time series was simulated with true current level (500 a.u.) from the OCC-model in Eq. 6 and the

influence of the assumed current on the error sum of the beta fits are investigated. Each data point presents the average of three runs. Four

different fit strategies were employed to adjust the rate constants, but not the fixed current given at the abscissa: The over-all amplitude

histogram was fitted with the correct OCC-model (n) or a reduced OC-model (s). Both triangles were obtained from fitting the noisy

apparent O-level (distributions-per-level in (A)) with the reduced OC-model. The two curves differ by the current setting of the Hinkley

detector. One uses the apparent current level (400 units, D) and the other one, the true level (500 units, ,). The parameters used for the

simulation are represented by horizontal (rate constants) and vertical (current) lines. (A) The apparent flickery open level is formed by the

fast O-C-transition. (C) Error sums. (B) and (D) Rate constants.
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of the generation of the time series which serves to
create the ‘‘theoretical’’ Beta distribution (Eqs. 1 and
2).

Fortunately, as shown in Fig. 4C, the error sum
is a helpful guide to find the global minimum. Plot-
ting the error sum of the fits versus the estimated
current shows that the error sum obtains a clear
minimum at the true single-channel current (which is
known in simulated data and is indicated by a vertical
line in Fig. 5B). The suitability of the error sum as a
guide line in the totally free fit (rate constants and
current are free parameters, presented by filled
symbols in Fig. 5B,) was tested by the comparison
with fits with fixed current (empty symbols in
Fig. 5B). The results of both approaches coincided.

The fit of the 2O-level gave a clear minimum at
the true current level (squares in Fig. 5B, 8 out of 30
fits reached the optimum), whereas the fit of the
O-level results in a minimum at a current value which
was 10 % too high (circles in Fig. 5B; 12 out of 30
runs reached the minimum). The reason for the dif-
ferent performance of these two fits becomes obvious
from Fig. 5A. The distribution-per-level for the 2O-
level looks like a smooth Beta distribution, whereas
the curve shape of the distribution of the 1O-level is

distorted by events missed by the Hinkley detector.
Values which probably should have been assigned to
the higher level occur in the distributions of the
C- and 1O-levels. This increases the deviation from
the gaussian shape, especially at the right-hand slope
and pretends a higher true current.

The results of Fig. 5 lead to the following con-
clusions. 1. Multi-channel fits are possible, but only
the highest level seems to be not distorted by unde-
tected transitions to a higher level, and therefore is
most suitable for current reconstruction. 2. The re-
sults should be verified by repeating the fits with
different starting conditions until a clear minimum is
obtained in a graph similar to that in Fig. 5B.

TESTING THE ALGORITHM ON MEASURED DATA

Testing the algorithms with real measured data is
difficult because, in contrast to simulated data, the
true single-channel current is usually unknown.
Fortunately, we could observe some time series in
which both levels occurred, the true one and the
apparent one. One of these time series is shown in
Fig. 1A. Another type of such time series showed
mode switching as also reported by Schroeder et al.

Table 2. Influence of the usage of a reduced model (second column) for fitting distributions-per-level from different simulated time series.

The parameters obtained from the fits with the smallest error sums are given with SEM (on average, 18 out of 30 fits were successful for each

model)

Simulated model Fitted

model

Apparent

current

True

current

Fitted

current

kOC sim/ms)1 kCO sim/ms)1 kOC fit/ms)1 kCO fit/ms)1

OCC (Eq. 7) OC 400 500 501 ± 2 100 200 103 ± 3 230 ± 4

OOCC (Eq. 8) OC 440 500 504 ± 1 100 300 86 ± 1 310 ± 2

OOCC (Eq. 8) OOC 440 500 500 ± 1 100 300 102 ± 5 322 ± 4

OOCCC (Eq. 9) OC 350 500 553 ± 5 1000; 100 500; 50 271 ± 11 408 ± 8

OOCCC (Eq. 9) OCO 350 500 536 ± 15 1000; 100 500; 50 301 ± 27; 149 ± 53 355 ± 49; 66 ± 49

Fig. 5. Test of the level fit for time series simulated with two channels of the OCC-model of Eq. 7. The time series showed current reduction

by fast gating in both open levels. (A) Distributions-per-level related to the three apparent levels. The true current levels of the closed

state (C), of one (O) and two open channels (2O) are given by vertical lines. (B) Dependence of the error sum on the estimated current.

Upper curve (circles): The O-distribution was fitted with one OC-channel. Lower curve (squares): The 2O-distribution was fitted with two

OC-channels. Closed symbols: fits with the current as a free parameter. Open symbols: fit with the current as fixed parameter. The true

current Ot is indicated by the verticl line.
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(2004). In the time series displayed in Fig. 6A, there
were sections in which the ratio of open to closed time
within a burst was so high that the true current level
appeared at the output of the anti-aliasing filter.
However, the channel could spontaneously (and
reversibly) switch to another mode where the open
probability within the burst decreased (indicated by
the 4.5-fold increase of kOC in Table 3), so that cur-
rent was reduced (section indicated by the dashed box
in Fig. 6A).

The time series in Fig. 6A was used to test
whether the true level could be reconstructed from
those sections which delivered only the apparent
current. As described in the previous section, the
distribution of the apparent open-state was gener-

ated from the section in the dashed box, showing
only the reduced current level (Fig. 6C). As dis-
cussed above, it is sufficient to use a simple OC-
model for the fit of the open-histogram (distribu-
tion-per-level). Fitting by beta distributions with the
current as a free parameter is not straightforward.
The fitting routine may end up in local minima.
Thus, 20 different fits were done. They differed by
the set-file giving the starting value and by the
simulated time series because of the randomness of
the simulation procedure. Consequently, different
estimated current levels were delivered by individual
fits. Fortunately, this problem could be overcome by
the inspection of the error sum. It helped to find the
correct solutions. In Fig. 6E, the error sum is

Fig. 6. Time series from h-MaxiK which displayed both the true and the apparent single-channel current that was reduced by fast gating.

(A) Time series measured at + 60 mV with spontaneous mode switching. There were sections with gating that was so slow that no current

reduction occurred (left- and right-hand section) and a section where fast gating reduced the single-channel current (dashed box in the

middle). The bath solution contained 100 mM Tl+ and 50 mM K+ instead of 150 mM K+ (see Materials and Methods). (B) Time series

obtained at +200 mV with current reduction by fast gating (Oa = apparent current level) and some rare long sojourns in the true open level

(Ot). (C) and (D) Distributions-per-level for the apparent open (Oa) and the closed state (C) from the time series in (A) and (B), respectively

(grey curves). The smooth black curves give the best approximation by a gaussian. (E) and (F) Dependence of the log error sum (Eq. 3) on

the estimated current obtaine from different fits of the Oa-distributions in (C) and (D), respectively. d: fits with current as a free parameter,

s: fits with fixed current. Vertical lines indicate the true (Ot) and apparent (Oa) current level.
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plotted versus the current delivered from the fitting
routine. It is obvious that the curve of the error
sums takes a minimum very close to the true current
of 7.54 pA, which here is fortunately known from
the sections of the time series in the ‘‘normal’’ gating
mode (Fig. 6A, left- and right-hand sections).

In order to test the fitting routine, the beta dis-
tribution in Fig. 6C (curve Oa) was fitted again under
the constraint that the single-channel current was set
to a fixed value, and only the rate constants were
determined. The resulting error sums coincided with
the curve of the completely free fit in Fig. 6E, indi-
cating a close relationship between error sum and the
quality of estimation of the true single-channel cur-
rent.

A CAVEAT RELATED TO GAUSSIAN DISTRIBUTIONS

In the time series in Fig. 1A (measured at +200 mV),
there was no mode switching. Instead it showed the
peculiarity that it contained some sufficiently long
open events. They allowed the determination of the
full single-channel current. The value of 11.1 pA
(label ‘‘Ot’’ in Fig. 6B) was determined manually by
visual positioning of the current level in the raw data,
as described in Materials and Methods. The average
apparent single-channel current in this record was 6.2
pA (label ‘‘Oa’’ in Fig. 6B). Distributions-per-level
were constructed for the apparent single-channel
current (Fig. 6D). This distribution still contained
some data points from the long open state. However,
their number was so small that they did not influence
the curve shape.

The distribution-per-level for the apparent O-le-
vel is broader than that of the long lasting C-levels
(Fig. 6D). Because of this, it could be expected that
this distribution is an effective means of determining
the true current level as in the case of the time series
in Fig. 6A. However, the two curves of the Oa his-
togram in Fig. 6D cannot be distinguished because
the measured one coincides perfectly well with a
gaussian amplitude histogram. This leads to a caveat
which has to be kept in mind when the distribution-
per-level becomes gaussian.

Figure 6F shows the error sums obtained from 15
free fits and from fits with fixed current level. It does
not show a clear minimum. On the left-hand side (at
low current values) the error decreases with the esti-
mated current level approaching the true level of 11
pA (which is known from the few sojourns in the true
level Ot in Fig. 6B). However, for values higher than
the true level, the error sum does not increase again as
it does in the case of Fig. 6E. This bears the following
message: In the case of symmetrical gaussian distri-
butions, the fitting routine can only reveal a lower
bound for the true current level but cannot exclude
values which are too high.

This problem is inherent to the gaussian shape of
the distribution in Fig. 6F. If gating is much faster
than the filter frequency then the distribution always
becomes gaussian (Central Limit Theorem, Feller,
1968). In that case, a higher value of the true
apparent current can be reduced to the same appar-
ent current by selecting the adequate duty cycle (ratio
of open times to closed times). The width of the
distribution can be adjusted by the selection of the
adequate rate constants. Because of this, the gaussian
distribution does not provide enough information to
exclude currents which are too high. The situation is
more favorable in the case of asymmetrical beta dis-
tributions (Fig. 6C).

APPLICATION: THE NEGATIVE SLOPE OF MAXIK IS A

GATING EFFECT

There are several phenomena which lead to the
question of whether they are brought about by a
permeation effect or by fast gating. This holds for
sublevels, the anomalous mole fraction effect
(AMFE, Farokhi et al., 2000; Hansen et al., 2003;
Schroeder, Diddens & Hansen, in preparation) and
negative slopes of I-V curves induced by Cs+ (Klie-
ber & Gradmann, 1993; Draber & Hansen, 1994) in
the MaxiK channel of the tonoplast of Chara. Here it
is demonstrated that the method of true-current
reconstruction by beta distributions can contribute to
the solution of this problem.

At higher positive potentials, single h-MaxiK
(a+ß1) channels in HEK293-cells show a clear neg-
ative slope in the I-V curve as also found in the case
of the MaxiK channels in the plasmalemma of the
giant algae Chara (Smith, 1984; Beilby, 1985; Tester,
1988). The fit algorithm described above is used to
demonstrate that in human MaxiK channels this
apparent decrease in conductivity is at least to a
major extent a gating effect and not due to a reduc-
tion in open-channel conductivity.

The first hint is the phenomenology of the single-
channel records shown in Fig. 7A,B: At +140 mV
the open-channel noise is much larger and more
flickery than that measured at +60 mV. This indi-
cates unresolved fast gating (Hille, 1992; Hansen

Table 3. Fit results of the two gating modes of the time series in

Fig. 6A. The mode-switching is caused by a change in a single rate

constant (as far as can be seen by the reduced model.) The average

is shown for the best 5 fits out of 20 (fast part) and 14 out of 30

(slow part), respectively

Apparent

current

Fitted

current

kOC/ms)1 kCO/ms)1

Fast part 5.73 pA 7.14 pA 164 ± 6 510 ± 8

Slow part 7.54 pA -/- 36 ± 9 504 ± 67
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et al., 1997; Townsend & Horn, 1999). +60 mV is
still in the linear range of the I-V curve, whereas at
+140 mV the negative slope is very prominent.

Again, true-current reconstruction was based on
fitting the open-histogram by means of an OC-model.
Applying this method to several time series within the
negative slope led to the triangles in Fig. 7C. Some of
them reached the extrapolated linear I-V curve.
Some, however, showed increased current, but it did
not reach the linear I-V curve. This may indicate that
a second process like saturation may be involved as
discussed below.

Discussion

USING BETA DISTRIBUTIONS FOR CURRENT

RECONSTRUCTION

Fast gating and the related averaging over closed and
open intervals in the inevitable low-pass filter of the
experimental set-up can cause severe differences be-
tween measured apparent single-channel current and
true single-channel current, as illustrated in Fig. 3.
Fortunately, this reduction in current is coupled to a
distortion of the curve shape of the related amplitude
histograms. In Fig. 4, it is shown by means of simu-
lated data that the error sum (Eq. 3) resulting from
the comparison of the amplitude histograms of
measured and reconstructed time series strongly
depends on the assumption of the correct true single-
channel current. This is a solid basis for the recon-
struction of the hidden true single-channel current.

One finding presented in Fig. 4 and Table 2 is
very important, namely that the distributions-per-le-
vel can be fitted with a smaller model than used for

the analysis of the kinetics, i.e., for the determination
of the rate constants of the assumed Markov model.
Using a smaller model increases the stability of the fit.
From the shape of Beta distributions, only a very
small number of parameters can be determined. In
the successful approaches above (Fig. 4 and Table 2)
this is restricted to 3 or 5, i.e., one or two pairs of rate
constants and one current value.

Reconstruction of the true single-channel current
adds a new competency to the repertoire of Beta
distributions. So far, they were employed for the
determination of the rate constants of very fast gating
processes (Fitz Hugh, 1983; Yellen, 1984; Heinemann
& Sigworth, 1991; Klieber & Gradmann, 1993; Tsu-
shima, Kelly & Wasserstrom, 1996; White & Ridout;
1998; Weise & Gradmann, 2000; Schroeder et al.,
2004; 2005). They enable one to look far beyond the
corner frequency of the anti-aliasing filter, i.e., dwell
times in the range of 1 ls were obtained from time
series filtered by 50 kHz.

DISTRIBUTIONS-PER-LEVEL

Interestingly, better results were obtained by using
distributions-per-level instead of the overall-ampli-
tude histograms (Fig. 4). This is not a surprise as
the exclusion of sections with long sojourns in a full
state decreases the number of relevant states in the
Markov model and thus allows fitting with a smaller
one. The frequent failure of larger models is de-
scribed by White and Ridout (1998) with the words
‘‘In a three-state model the precision of estimates
depended in a complex way on all rate parameters in
the model’’. Here, a welcome side effect of the
normally undesired limited time resolution of the
jump detector is utilized. When gating becomes fast,

Fig. 7. Reconstruction of true single-channel currents in the range of the negative slope of the MaxiK IV-curve in symmetric 150 mM K+.

Time series obtained (A) in the linear range of the IV-curve and (B) in the negative slope. (C) Measured and reconstructed single-channel

currents. (•) = data points from individual patches (note the large scatter). (s) = mean values (SEM) of measured current.

(m) = reconstructed currents of some individual current recordings.
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the detector is no longer able to realize the short
sojourns in the closed state occurring during a burst.
Thus the fast events originating from a small part of
the complex Markov model (mainly an OC-model)
are merged into one apparent open level. The re-
lated section of the time series can be modelled with
an OC-model with a very short-lived closed state
(see Fig. 4).

It should be mentioned that fitting distributions-
per-level with a reduced number of states may lead to
severe errors in the determination of the rate con-
stants (Table 2, last two rows). In distributions-per-
level, not only the sojourns in the slow (closed) states
are omitted, but also those of the faster states, which
occur in the tail of the dwell-time distribution. Be-
cause of this, the kinetic analysis delivering the rate
constants should be repeated utilizing the knowledge
of the reconstructed true current obtained from the
Beta fit. For this purpose, the HHM-fit as suggested
by the Sigworth group (Venkataramanan & Sig-
worth, 2002), the SQ-fit (Schroeder et al., 2005) or the
2-D dwell-time fit (Magleby & Weiss, 1990; Huth,
2005) is recommended.

Even though the usage of distributions-per-level
may lead to errors in the determination of the rate
constants, all simulations done so far yielded a cor-
rect estimation of the true current level as shown in
Figs. 4 and 5, and Table 2.

THE BENEFIT OF CURRENT RECONSTRUCTION

The importance of estimating the correct true current
level is illustrated by means of two examples. For a
kinetic analysis, Fig. 1 and Table 1 illustrate that
fitting a time series under different assumptions for
the original single-channel current can lead to com-
pletely different rate constants. There have been
several successful approaches to determine simulta-
neously both rate constants and current (Michalek,
Wagner & Timmer, 2000; Qin, Auerbach & Sachs,
2000; Venkataramanan & Sigworth, 2002). Here, we
have proposed an alternative approach, i.e., deter-
mining the current first, and fitting the rate constants
in a second step. This method has two advantages:
First, simple algorithms are much faster than more
sophisticated programs. The current reconstruction
takes 1 min to 1 h (depending on the length of the
time series and the rate constants; the simulation is
the time-consuming step) on a personal computer (1.4
GHz, 512 MB RAM). The simple HMM-fit (Fredkin
& Rice, 1992; Albertsen & Hansen, 1994) using the
reconstructed current takes approximately the same
time. Consequently, this procedure is adequate for
the analysis of a large number of time series. Second,
most fitting programs, especially the Beta-fit, tend to
get unstable with large parameter sets. Thus, splitting
the fitting procedure in two parts improves the
stability.

LIMITATIONS IN REAL DATA

In the last three sections (Figs. 6 and 7), it has been
shown that the success of this method of current
reconstruction is not restricted to idealized simulated
data. The application on measured data, too, yields
reliable results. However, these data have to be of
excellent quality. The baseline noise should be as low
as possible. Otherwise, the excess noise (resulting
from gating) can no longer be distinguished from the
basic noise. Additionally, the time series must be
absolutely drift-free, because even a tiny drift would
distort the amplitude histogram. Alternatively, the
use of a very good drift elimination algorithm may
overcome this problem.

The limiting role of the signal-to-noise ratio be-
comes obvious in the data presented in the last sec-
tion. The deviation from the linear I-V curve in
Fig. 7C at positive potentials may originate from
three putative mechanisms: (A) A permeation effect
resulting in the negative slope. (B) A saturation effect
which would explain only part of the current reduc-
tion or (C) a gating effect explaining all or part of the
current reduction. The analysis could show that there
is current reduction by fast gating in the negative
slope of MaxiK. However, the question remains open
of whether fast gating alone can explain the complete
amount of the deviation from the extrapolated linear
I-V curve. The problems arise from the strict
requirements concerning the quality of the data, as
mentioned above. When the noise is too high the
determination of the true current does not reach a
sufficient accuracy. Furthermore, due to seal insta-
bilities, the quality of the data obtained at membrane
potentials higher than +140 mV was not good en-
ough for fitting. Thus it remains open whether in
addition to the gating effect verified by the analysis
also a saturation effect has to be assumed.

Such a saturation effect can be caused, e.g., by
diffusion limitation at the entrance of the pore (La-
ver, Fairley & Walker, 1989; Laver & Fairley-Grenot,
1994) or a cyclic reaction scheme for ion transport, as
suggested by Hansen et al. (1981) or Gradmann,
Klieber & Hansen (1987). This would imply that the
channel configuration has to relax after each passage
of an ion. To fully solve this problem, the baseline
noise needs further reduction in order to enable a
clearer separation between the baseline noise and the
excess noise caused by fast gating.

Appendix

CONSTRUCTION OF THETHEORETICALBETADISTRIBUTION

BY SIMULATION OF SURROGATE TIME SERIES

White and Ridout (1998) constructed the theoretical
beta distributions as follows: From a suggested multi-
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state hidden Markov model a short sequence of
events was generated, which was as long as the filter
response. For this sequence, the average current and
the likelihood of the occurrence of this sequence were
calculated. After superimposing gaussian noise, the
beta distribution was obtained from the sum over the
gaussian distributions of all possible sequences,
weighted with their individual likelihood.

The availability of increased computer speed
enables the usage of an alternative approach: Surro-
gate time series are used for the generation of theo-
retical amplitude histograms and as ‘‘measured data’’
when algorithms have to be tested. The basic ap-
proach of generating time series from a selected
Markov model with an assumed set of states and rate
constants has been described in previous papers
(Blunck et al., 1998; Caliebe, Rösler & Hansen, 2002;
Riessner et al., 2002; Schröder et al., 2004, 2005,
program available at www.zbm.uni-kiel.de/software).

Briefly, a Markov model and the related rate
constants of the transitions have to be assumed. For
the calculation of the time series, two random num-
bers have to generated: The first one (n1 � [0,1]) is
used to calculate the time of the next jump (Dt) from
the source state Rr to the sink (destination) state RS in
continuous time, with krs, ksr being the rate constants
of the transitions between Rs and Rr. Jump time Dt is
obtained from the random number n1 by an inversion
of the dwell time distribution of the source state Rr

Dt ¼ � 1

Krr
ln ðn1Þ with

X
s 6¼r

krs ¼ � krr ðA:1Þ

s labels all possible sink states for a jump out of the
present state Rr. The second random number n2
(uniformly distributed, 0 £ n2 £ 1) gives the target of
the jump (sink state Rs). After the time interval Dt the
jump occurs, and two new random numbers are
generated to repeat the procedure.

This work was supported by the Deutsche Forschungsgemeinschaft

Ha712/14-1,2. We are grateful to Imke Diddens for critical reading.
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